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≪ Nationwide 17 GigaPoPs in Korea (~100Gbps), 4 International Connections to the US, China, 
Europe (~100Gbps), Global Research Network Collaborations (GLORIAD, GLIF/GNA-G, GRP, etc.), 

~200 member institutions, Supercomputing/Advanced Science Applications ≫
*** 24 x 7 Network Operations Center ***
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KREONET-S: Open, Virtualized, Intelligent, and Automated Network Environment
migrated from Hardware-based, Fixed, Closed Network Infra & Services
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• Roles and Goals
– Nation-wide and International SDN-WAN Environment for 

Advanced R&E Community over KREONET in Korea
– New User Services & Experiences beyond Legacy Networking, 

based on Virtually Dedicated Networking and Orchestrations

• Principal Building Blocks
– Infrastructure/SBI: OpenFlow 1.3, Stratum/P4, TL1, NETCONF, etc.

• 8 Locations: SEO, DJ, BS, GJ, CW (Korea), Chicago (USA), Seattle (USA), HK (China)

– Control/Distributed Core: ONOS 1.13.1 (Nightingale Release)
• KISTI as ONF/ONOS collaborator, ambassador and brigade member, 

ONOS/CORD WG member@SDN/NFV Forum in Korea

– Virtualization & Orchestration/NBI: VDN 1.1.5, VDNO 1.0
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StarLight, Chicago, IL (2016)

Daejeon Center (2015)

Seoul Center (2015)

• 2015-2017 : Deployment in Six Locations in Korea and USA

GwangJu Center (2017)

ChangWon Center (2017)

Busan Center (2016)



• 2018-2019 : Deployed in Two more Locations in USA and China
– VDN Federation:  Two Individual SDN Domains in KR and CN

Global Network Topology on CSTNET/KREONET-S

Global Network Topology on KREONET-S

KR-CN 
Federation
thru VDN

Hong Kong, China (2018)

Seattle, USA (2018)

KREONET-S
SDN Domain

CST-Cloud
SDN Domain
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• 3-node ONOS Cluster, v1.13.1 Nightingale Release (KR-US Domain)
• 3-node ONOS Cluster, v.1.11.1 Loon Release (CN/HK Domain) 

Build_VM#1 Deploy_VM#1

Daejeon & Hong Kong ONOS Instances

Deploy_VM#2 Deploy_VM#3 Deploy_VM#4 Deploy_VM#5 Deploy_VM#6 Deploy_VM#7

Optical Transport Optical Transport

Brocade MLXe-8 * 3
(Core Nodes)

Brocade MLXe-8 * 3
(Core Nodes)

Arista 7050SX * 2,
Edge-Core AS5712_54X * 1
Edge-Core AS5812_54X * 1

(Edge Nodes) 10Gbps x 1

Master Stand-by (slave)

PM#1 PM#2 PM#3 PM#4

1Gbps x 10

Arista 7050SX * 2,
Edge-Core AS5712_54X * 1
Edge-Core AS5812_54X * 1

(Edge Nodes)
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• VDN Designs & Features
– User-based Dynamic On-demand Virtual Network Management
– Logically Isolated and Dedicated Networking w/ High Performance 

(~100Gbps) and Network Security Provisioning
– ONOS-based Event Detection (e.g. Link up/down) and Recovery
– GUI-based Intuitive Virtual Network Creation, Update and Deletion
– Additional App Development: vNAC, vFed, vSlicing, vDHCP, and VDNO

http://www.kreonet-s.net
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• VDN/SDN-IP with vNAC
– The 4-tuple network access control is provided for each VDN so that 

users can easily configure their own (simple) security policy on the VDNs
• Allow By Default: General flow “allow”, User defined flow “deny”
• Deny By Default: General flow “deny”, User defined flow “allow”

GUI for VDN Creation
(including SDN-IP Gateway w/ vNAC)

GUI for vNAC Rule Creation

GUI for List of vNAC Rule
11
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• Inter-Communications for individual SDN/VDN Domains
– Inter-VDN connections with guaranteed network performance between different 

SDN control domains over SDN-WAN for inter-SDN connectivity & resource 
federation, e.g., between KREONET-S, CST-Cloud, DCs, Campuses, etc.

§ [Preliminary] VDN Generation

§ [Step 1] Exchange Information 

(VDN, Controller IP, BS ID/Port)

§ [Step 2] Configure VDN Federation 

Information

§ [Step 3] Create Peer (Bogus) Host(s) 

Connected to the BS Port

§ [Step 4] Update VDN (Including 

Peer Host(s)

§ [Data Transmission] Use Own Fwd

Method Independently



13

KREONET-S/VDN ORCHESTRATOR
(VDN and Kubernetes)

REST
Interfaces

Human 
Interfaces

ACTIVE/Intelligent 
Controls 

1) Request for Computing/Storage 
Resources w/ location, etc.

2) Containerized Computing/Storage
Resource Management

4) VDN Request (network BW, GW,   
VNFs, end-hosts/containers, etc.)

5) VDN Management

6) OF Flow-rule 
manipulations

Core Resources

3) Reply w/ allocated Computing/
Storage Resources

Request: end-hosts need 100GB storage 
with 10Gbps bandwidths

Request: A1 host requires 10GB for Z1 node
with 1Gbps bandwidth

Compute 
Nodes

Storages

Storages

Compute 
Nodes

Compute 
Nodes

Storages

Storages

Compute 
Nodes

Site/Edge Resources

Site/Edge Resources



• Auto-Selection and Allocation of Service/Container 
Resources based on Locations and Loads (𝑐$%&%'(%))

– Metric 1 (𝑐&*'+(,*-): location proximity to each end-host w/ weights

– Metric 2 (𝑐.%$*/.'%): resource utilization (CPU/memory/storage)
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[ONOS Topology GUI]

Pod

Pod

Pod

• VDN-CNI:Host-device
Performance
– 1/10G Multiple VDNs provisioned 

for k8s DTNs

[1G Test (iperf3): 940M] [10G Test (iperf3): 9.86G]

[Throughput of DTN pairs in 1G VDN] [Throughput of DTN pairs in 10G VDN]
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• Demo #1: Location and Load aware Virtually Dedicated Container Networking over 
KREONET-S with a New VDN-CNI Implemented

• Demo #2: VDN International Federation over KREONET-S (KR) and CST-Cloud (CN)



17

• Demo #1: Location and Load aware Virtually Dedicated 
Container Networking over KREONET-S with a New 
VDN-CNI Implemented

• Demo #2: VDN Federation over KREONET-S (KR) and 
CST-Cloud (CN)
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• Advanced Research Networks in USA, Europe, China, etc.
§ Internet2 (US): Network Automation/Intelligence (Ana Hunsinger, Vice President)
§ ESNET (US): SDN-oriented WAN and Orchestration (Inder Monga, E. Director)
§ SURFNet (NL): Network Automation (Alexander Van Den Hill, Manager)
§ NORDUnet (N. Europe): Network Intelligence/SDMZ (Erik-Jan Bos, Director)
§ CSTNET (CN): Cloud Native and Virtual Networking (Yongmao Ren, D. Director)
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Discovering DTN information 
using Globus Online Auth and 

Transfer APIs

Delivering the acquired DTN 
information to the VDN 
manager in JSON format

Automatically provisioning a 
VDN when the designated 

DTN starts to transmit data

Using the auto-created VDN, 
required E2E dedicated 

network performance and 
security can be guaranteed

KREONET-S/VDN ORCHESTRATOR
(VDN manager, Kubernetes, Globus Online)



Software-Defined and Virtualized Network, Computing, Storage Infrastructure 
over KREONET-S 

Datasets
(Infra, Control, VN, …)

Telemetry
(S-MON, VDN-T, …)

Network 
Intelligence

Orchestrator
(VDNO)

Provisioning
(VDNs, PODs, VNFs, …)

Features
(network 
metrics)

Actions
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VDN Orchestrator

Multi-node ONOS Cluster

JSON
Model

Big Data Analytics

User A&A

Kubernetes

Other
data sources

Interactive Historical

VDN Manager

OpenFlow Adaptors/Protocols 

KREONET-S Data Plane Networks, Computing & Storage: 
Virtualized and Physical Resources

Collector (VDN Telemetry) Backup
storage

CRUD

User 
input

Actions

API Calls

API Calls

VDN CNI

Consume

Store Store

TelemetryConfigurations Status

NBI

Store

User 
output

SBI SBI

NBI

CRUD

Network IntelligenceOrchestrator

Provisioning Collector/Telemetry

Reference: ESnet6 software automation architecture 2019, Inder Monga/ESNET

Container Networking

Configurations

21

Datasets

Datasets

Datasets

Datasets



§ Collecting Network Metrics from VN and CP Layers of KREONET-S

22

JAVA API

REST API

Text Parsing

VDN
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POD: CNF/End-host

(VDN100)
POD: CNF/End-host

(VDN200)
POD: CNF/End-host

(VDN200)
POD: CNF/End-host

(VDN100)

Iperf3 POD
(VDN100, 200)

PerfSONAR
(VDN100, 200)

Iperf3 POD
(VDN100, 200)

PerfSONAR
(VDN100, 200)

Internet

Network 
Intelligence

Experiment 
Servers

IP Gateway
(VDN100)

IP Gateway
(VDN200)

Telemetry/
Collector

SDN 
Core 
Switch

SDN 
Core 
Switch

SDN Edge 
Switch

SDN Edge 
Switch

ONOS/VDN 
Apps/Orchestrator

KREONET-S Edge KREONET-S Edge

KREONET-S Core

Management Plane

Data Plane

§ Intelligent Virtual Network Testbed Setup over KREONET-S (Draft) 
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• KREONET-S is Moving Forward
– Software-Defined InterConnections and Automated E2E Orchestration

• Auto-VDN, IoT Slicing, Virtual Edge SDMZ, Inter-VDN/VDNO Federation, etc.

– Network Intelligence for Autonomic Environment
• VDN Telemetry + Big Data Analytics + VDN/VDNO Resource Provisioning

• Further Work
– New version of VDN (v2.0) and VDNO (v1.2) Releases

• Enhanced Performance, Stability, UI with Network Intelligence and Automation

– Continuous KREONET-S SDN-WAN Expansion and Collaborations
• ONOS/CORD WG (SDN/NFV Forum/KR), Future Infrastructure WG (Future 

Internet Forum/KR), Open Network Foundation, Global Research Platform, etc.

– Joint Research or Development with SDN/NFV Forum Members is Expected!
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Questions and/or Comments to 
mirr@kisti.re.kr

For more Information
http://www.kreonet-s.net

mailto:mirr@kisti.re.kr

